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Abstract. This lecture presents some commonly-used numerical algorithms devoted to opti-
mization, that is maximizing or, more often minimizing a given function of several variables.
The goal is function estimation. At first, some general mathematical tools are presented. Some
gradient-free optimization algorithms are presented and then some gradient-type methods are
pointed out with pros and cons for each method. The function to be minimized gradient is pre-
sented accordingly to three distinct methods: finite difference, forward differentiation and the
use of the additional adjoint problem. The last part presents some practical studies where some
tricks are given along with some numerical results.
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1 Introduction

This lecture is devoted to the use of optimization methods for the solution of non-linear large-
scale inverse problems in the field of heat transfer.

The lecture first presents some basic examples of IHCP (Inverse Heat Conduction Problems)
and points out the distinction between estimation of parameters and functions. Typically, one
presents the difference between estimating A as a parameter, A(x) as a function of the space x
(x = (x1, x2)" for instance), and A(T) as a function of the state T.

The lecture then presents the most usual optimization tools for the solution of different kinds of
inverse problems. It first gives notions on the functional to be minimized, and convexity. It gives
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definitions of constraints (equality and inequality) added to the functional to be minimized, the
added constraints being related to either the state or the parameter/functional.

Then, before going into details on the iterative optimization algorithms, the most usual stop-
ping criteria are presented.

Zero-order, first-order and quasi-second order optimization methods are briefly presented with
pros and cons for each of them.

Concerning zero order methods, both deterministic and stochatic methods are very briefly pre-
sented with some specific examples (Simplex, PSO, and GA). This part is to be related to the
Metti tutorial devoted to“zero-order optimization”.

Within the frame of first-order methods, one presents the steepest-descent method with and
without line-search, then the conjugate gradient method for quadratic and arbitrary functions.
Some quasi-Newton algorithms are then presented: the BFGS, the Gauss—Newton and the Levenberg—
Marquardt methods.

A comparison is given in terms of gradient needed for all previously presented method along
with convergence rate if possible.

The next part presents the computation of the functional gradient: through the finite differ-
ence method, through the direct differentiation of the PDEs (partial differential equations), and
through the use of the adjoint-state problem. Several ways to access the adjoint-state problems
are given. A comparison of gradient computation is given on examples to emphasize the differ-
ences.

Note that this lecture has been prepared with some well-known books such that [1, 2, 3, 4, 5].
These books being considered as “standard” famous books, some parts of this lecture are taken
from these references. Moreover, this lecture is actually an improvement of previous Metti lec-
tures devoted to optimization [6, 7].

2 Estimation in heat transfer — Optimization

2.1 Parameter and function estimation

The modelling of a physical system leans on several requirements. Added to the physical mod-
elling equations that include some physical parameters (e.g. conductivity coefficients), the ini-
tial state and the sources are also to be known if the physical problem is to be solved. If all
this data is known, then the “forward” problem can be solved: this is the so-called “classical”
physical modelling.

Now if some of the previously expressed quantities are missing, the physical problem cannot
be solved any longer, but some inversion procedure may evaluate the missing quantity so that
the model output fits with some real ones (i.e. obtained through experiments).

There was these last years a debate within the heat transfer community about the difference
and the meaning of, on one hand, “parameter identification” and, on the other hand, “function
estimation”. According to the lecture’s authors, both are almost the same, at least for the solution
procedure, even though, initially, some differences may be expressed.

Let us work on the example of a conductivity estimation to back up our methodology.

¢ If a material conductivity A (scalar or tensor) is to be identified, then a parameter identifi-
cation is to be dealt with. Moreover in this case, the number of unknown “parameters” is
very low, so that specific algorithms will be used (e.g. gradient free optimizers or matrix-
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based optimizers such as the Gauss—-Newton method with the computation of the gradient
through direct differentiation).

e Ifthe physical parameter now depends continuously on the state, (e.g. thermo-dependant
conductivity 1), then one sould identify the function A = A(T). Creating a projection basis
of the form A = ¥ 1;&/(T) where the A; are to be evaluated, then a parameter estimation is
eventually also dealt with.

e If the physical property depends on x, the function A (x) is to be parameterized through
A=Y 1;&H(x) and then, as above, one searches the A;. At this stage, one finally deals with
parameter estimation. The basis ¢’(x) may be a finite element basis for instance if this
one is used for searching the state solution, or any other basis such as polynomial, spline
functions, etc.

Actually, one usually speaks of function estimation when the quantity to be evaluated de-
pends on the state, the location x, or the time ¢. Nevertheless, in final, the function to be esti-
mated is usually discretized, that is parameterized, so that we turn out to be back to parameter
estimation.

A commonly accepted difference between what is called parameter and function estimation
is that in the first case there is usually few parameters to be estimated (say less that 100 — though
this is not the case in model reduction for instance while it is for sure parameter estimation, and
in the second case there is usually a large number of parameters to be estimated. Anyway, for
the second case, one has to keep in mind that usually the parameterization must not be “as finer
as possible” for regularity considerations.

Even though function estimation can sometimes be treated in the same way as parameter
estimation, a great difference between both comes from regularization because one can profit
that A (x) is indeed a function of x for instance so that one can build specific penalization func-
tions of x before being discretized, or even specific inner products. Such approaches cannot be
built on parameters by themselves. Several specific regularizations used for large-scale func-
tions are given in Section 8.

2.2 The function to be minimized

In inversion process, one usually minimizes some errors between some experimental data (say
ug noted y in some other Metti Lectures) and related model data (say u noted ymyo in some
other Metti Lectures). The cost function (also called somewhere discrepancy function or ob-
jective function) is often expressed as a norm of the difference between u and u,;. The most
often, one uses the L, (-) norm if some “quasi-"continuous u and especially u, are available (i.e.
lu— udlli2 () = f o(u— uz)? dx but, when data u is given only on specific locations (in space
and/or time) , then the squared euclidean norm is to be used: ||u— udllg =Y (w(x) —ug(x;)? =

[ 6; (u— ug)? dx where 6{ = §(x' — x/). Often, some function of the state and of the measure
are used, for instance state derivation, integration, weighted summation, etc. Moreover, some
selection process is, most of the time considered. So, in order to write down a general form for
the cost function to be minimized, we use :

Fw) =llu—uqll5, ey
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without specifying any choice for the norm on & at this early stage. The norm is squared so
that the function _# does not a priori present any discontinuity. Though the cost function is
explicitly given in terms of the state u, the cost function is actually to be minimized with respect
to what it is searched, i.e. the parameters . Hence we write the equality (by definition):

J) = _Zuw,y) )

where the function j is often called the reduced cost function, as opposed to _# which is the
calculated cost function. One actually computes the cost function in terms of the state (by (1)
for instance), but the cost function is to be minimized with respect to another quantity, say v.

2.3 FElements of minimization

The function denoted j in (2) is defined on £ with values in R. .£" is a set of admissible elements
of the problem. In some cases, £ defines some constraints on the parameters or functions. The
minimization problem is written as:

inf j(¢).
perer! P

According to [1], if the notation “inf” is used for a minimization problem, it means that one
does not know, a priori, is the minimum is obtained, i.e. if there exists ¢ € £ such that

@)= inf jw.
For indicating that the minimum is obtained, one should prefer the notations
p=arg min j(y) and j¢)= min j(y)

Let us now recall basic definitions needed for mathematical optimization [1]:

Definition 1. v is a local minimum of j on £ if and only if
weH andI6 >0, Vpe A, Ip-yl <8 — j(@) = jw).
Definition 2. v is a global minimum of j on X if and only if
veX and j(P) = j(y) Ve £.
Definition 3. A minimizing series of j in X is a series (y") nen Such that
y" €& ¥nand lim j(y")= qlg)relgi;}j(qb).

Definition 4. a set £ €7 is convex if, forally,p € £ and V0 € [0,1], the element (Oy + (1 -0)¢p)
isin X (see figure 1).

Definition 5. A function j is said to be convex when defined on a non-null convex set # € V" with
values in R if and only if

jOy+1-0)¢)<0j(y)+Q-0)j(p) Yy, pe X, VO€[0,1].

Moreover, j is said to be strictly convex if the inequality is strict when v # ¢ and 0 € 10,1[ (see
figure 2).

Ending, if j if a convex function on £, the local minimum of j on £ is the global minimum
on £ .
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—

Figure 1: Convex and non-convex domaine £

J ()

i)

Figure 2: Convex function j(-)

2.4 Optimality conditions

For convex functions, there is no difference between local minima and global minimum. In
the following we are more interested in minimizing a function without specifying whether the
minimum is local or global. It will be seen in next sections that some gradient-free optimization
algorithms may find the global minimum even if the cost function contains local minima.

Let us derive here the minimization necessary and sufficient conditions. These conditions
use the first-order derivatives (order-1 condition), and second-order derivatives (order-2 condi-
tion) on the cost function j. Using gradient-type algorithms, the first-order condition is to be
reached, while the second-order condition leads to fix the convexity hypothesis, and then make
a distinction bewteen minima, maxima and optima.

Let us assume that j(y) is continuous and has continuous partial first derivatives (0 j /0y ;) (y)
and second derivatives (6% j /0y ;0w i)(). Then a necessary condition for ¢ to be a minimum of
j (atleastlocally) is that:

i) v is a stationary point, i.e. Vj(y) =0,

ii) the Hessian V2 (@) = (6°j/0y 0y ]-) (@) is a positive semi-definite matrix, i.e. Vy € R",
(V2j@)y,y) = 0 where (.,.) is a scalar product in R" (we have dim(y) = n).

A point ¢ which satisfies condition i) is called a stationary point. It is important to point
out that stationarity is not a sufficient condition for local optimality. For instance the point of
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inflexion for cubic functions would satisfy condition i) while there is no optimum. Hence the
Hessian is not positive definite but merely positive semi-definite.
The sufficient condition for ¥ to be a minimum of j (at least locally) is that

i) v is a stationary point, i.e. Vj(y) =0,

ii) the Hessian V?j(y) = (8°j/0y 0y j) @) is a positive definite matrix, i.e. Vy € R", y #0,
(V2j@y,y)>0.

We remark that condition ii) amounts to assuming that j is strictly convex in the neighbourhood

of y.

2.5 Stopping criteria

Since the convergence of the iterative algorithms is, in general, not finite, a stopping criterion
must be applied. Here below are given some commonly used criteria. We denote 1” the vector
parameter y at the optimization iteration p.

IViwP)| <e (3
liwP) - jwPH] =g 4)
lw? —wP~!| <& (5)
jwP)y<sv (6)

For each of the above criteria, it may be judicious to demand that the test be satisfied over
several successive iterations. The three first above-presented criteria are convergence criteria
applied on the cost function gradient, on the cost function evolution, or on the parameter evo-
lutions. These criteria are very commonly-used when dealing with optimization and optimal
control problems.

The last criterion is, in one sense, more specific to inverse problems: when the cost function
reaches a critical value that depends on the variance of measurement errors, then the optimiza-
tion algorithm should stop [8]. It can be shown that the consequence of lowering the cost func-
tion below v affects the result in dramatically highliting its inherent noise. This criterion is the
“maximum discrepancy principle”.

Often, the maximum discrepancy principle (6) is used together with the other criteria and
also with a maximum number of iterations.

2.6 Classification of optimization methods

The solution of the optimization problem may be performed in numbers of ways. Among nu-
merous methods found in the litterature, the classification of methods given below (see Figure
3) is based on our experience. First, one can distinguish gradient-free methods from methods
relying on gradients. Among gradient-free methods, there are those deterministic and those
stochastic (the latter introducing random in the search of optimum). Among gradient-based
methods, one can distinguish between first and second-order methods and those in between.
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[n-D Optimization Methods]

/ \

Deterministic Stochastic (Order between 1 & 2|

/NN AN I |

= G0 [Steepest] [Conjugate gradients] (GN, LM] ((L)BFGS]  (Newton]

Figure 3: Classification of optimization methods

3 Zero-order n-dimensional optimization algorithms

Zero-order methods, also called “derivative-free optimization” (DFO) or “gradient-free meth-
ods” are based on a global vision of the cost function value j on the search space. The main
interest of using such methods is when the cost function gradient is not available, or when the
cost gradient is not easy to compute, or when the cost function presents local minima. There
is an increasing number of computation tools to solve optimization problems with no gradient
[9]. In the sequel, we restrict ourself in very briefly presenting, among the enormous number of
existing methods, one deterministic algoritm which is the so-called simplex method, and one
probabilistic method which is the particle swarm optimization method.

3.1 Simplex

We present here the Nelder-Mead simplex method (1965). This method is popular and simple to
code. Moreover, there exists a large number of freeware that can be used to minimize a function
using such algorithm. Let a simplex .7 be a set of n+1 “points” linearly independant (n = dimy)
with % = {1//1 JI=1,...,n+ 1}. One iteration of the simplex optimization algorithm consists in
generating a new simplex closer to the minimum eliminating the point with the higher cost
function value. The basic operations of n = 2 are given in Figure 4). Let ¢ the isobarycenter of
{yl,1=1,...,n,} (without ¢"), let the ordering so that

jh=sjwH s <jw"™h
and let y'/ = arglzlwnminj(wl) and y" = arg,zlyll.ynmaxj(wl). At each iteration, the simplex
improvement is performed in three steps:

1. [Reflexion] One builds y*® symetry of ¢" with respect to the segment [/, /]. According
to the value of the cost j( u®) with respect to j(i//f ), the parametric space is then extended
(step 2) or contracted (step 3);

2. [Extension] if j(y®) < j(y?), one searches a new point in the same direction. The point
w¥ is such that ¢F = yyB + 1 —y)@ with y > 1. If j(wF) < ji®), y" is replaced by %,
otherwise " is replaced by y/*;

3. [Contraction] If j(y®) > jy’), the point y° such that w© = yy" + 1 - )¢, y €]0,1[ is
created. If j(y©) < j(y®), w" is replaced by © otherwise the simplex is contracted (inside
contraction) in all directions replacing VI # L y! by (y! + ) /2.
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Figure 4: Basic operations on a simplex for n = 2. From left to right: reflection, expansion,
contraction and inside contraction.

3.2 PSO

The particle swarm optimization is a stochastic algorithm described by Kennedy and Eberhart
in 1995. One considers an initial set of individuals (particles) located randomly. Each particle
moves within the space £ interacting with other particles on their best locations. From this in-
formation, the particle shall change its position ¥’ and its velocity 51. The general formulation
for this behavior is given by:

Sy’ = yoy' + Airand; (¢ —y') + Aprand, (¢ — )

: . . 7
yi =yl + oy "

where v/’ is the position of the particle i, 5y is its velocity, ¢8 is the best position obtained in
its neighborhood, and ¢ is its best position (see Figure 5). y, A, and A, are some coefficients
weighting the three directions of the particule [9]:

e how much the particle trusts itself now,
* how much it trusts its experience,
* how much it trusts its neighbours.

Next, rand; and rand, are random variables following a uniform distribution in [0, 1]. There
are several configuration parameters for the method, see [10]:

e swarm size, usually between 20 and 30;
e initialization of both the position of the particles and their velocity ~ %[0, 1],

* neighborhood topology such that a particule communicates with only some other parti-
cles,

e inertial factor y which defines the exploration capacity of the particules,
¢ confidence coefficients 1; and A, which are constriction coefficients,

* stopping criterion which is usually the maximum of iterations, or the critical value of the
cost function j(y).

Usually, a circular neighborhood topology is used, along with y =0.72 and 1; = 1, = 1.46. A
large number of free software are available, see for instance [11].
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R

Figure 5: PSO algorithm: a particle displacement.

4 One-dimensional unconstrained opimization — Line search
algorithm

In order to find the optimum of a function j of n variables, we shall describe in section 5 a num-
ber of iterative methods which require, at each step, the solution of an optimization problem in
one single variable, of the type:

Find & = argmin g(a) = j (WP +ad?), (8)
a

where y? = (wf...u/g)t is the obtained point at iteration p and where d” = (df...dg)t is the
direction of descent (see section 5). As a matter of fact we have the problem of finding the
optimum of the function j, starting from the guess 1 in the direction of descent d°. Since this
problem must be solved a great number of times, it is important to design efficient algorithms
that deal with it. In any case, one has to keep in mind that the main objective is not to solve (8)
but to find the minimum of j(y). Thus one has to design efficient tools for the one-dimensional
algorithm that finds the minimum of g(a&) or approach it, in a not so expensive way. Note that
we always assume that g’(0) = (V jP),dr ) < 0 meaning that d” is indeed a descent direction.

4.1 The dichotomy method

This method halves, at each step, the length of the interval which contains the minimum, by
computing the function g in two new points. By carrying out n computations of the function g,
the length of the initial interval [a®, b°] is reduced in a proportion of 2(n=3)2 The general proce-
dure is the following. Starting from the interval [a°, b°] and taking the midpoint ¢® = (a® + b°) /2
and the two points d° = (a® + ¢?) /2 and €° = (c° + b°) /2 one obtains five equidistant points of
length 6° = (b° — a%)/4. Computing the cost function values at these points, two of the four
subintervals may be eliminated while two adjacent subintervals remain. The same procedure is
repeated within the selected interval [a', b'] and so on. Since the step length is divided by 2 at
each iteration, the dichotomy method converges linearly to the minimum [2].

4.2 The Newton-Raphson method

Let us assume that the function g(«) is twice continuously differentiable. The search for a min-
imum of g(a) is carried out by looking for a stationary point, i.e. & satisfying the possibly non-
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linear relationship g'(a) = 0. If a¥ is the point obtained at stage ¢, then the function g’'(a) is
approximated by its tangent, and the next point a9*! is chosen to be at the intersection of this
tangent with the zero-ordinate axis. The relationship to pass from one step to the next comes
from g’ (a9*!) = g'(a9) + g" (a¥) x (a7*! — @) = 0 which gives:

aq+1 — 4 _ gl (aq)

g// (aq) : (9)

It is of interest that this method has the property of finite convergence when applied to
quadratic functions. This is an interesting feature because any function which is sufficiently
regular (at least twice continuously differentiable) behaves as a quadratic function near the op-
timum [2]. On the other hand, the main drawback of this method is that it requires the com-
putation of the first and of the second derivative of g at each stage. That is the reason why the
secant method (next section) is also widely used, especially when there is no way for computing
the second order derivative, or when the exact second derivative is complicated to compute or
too time consuming.

A

g'(a%

Figure 6: The Newton—-Raphson line search method.

4.3 The secant method

The second-order derivative g’ (a) is approximated by finite differences so that the Newton—
Raphson’s equation initially given by (9) becomes (10):

aq — aq_l
g'(ah-g'(ai7!)’
This method is the so-called secant method. Applied to the search of g’(a) = 0 this method

consists in searching the intersection between the zero-ordinate axis and the straight line pass-
ing by the points [a971, g'(a?™!)] and [, g'(aD)].

all = q9—g'(a% (10)

4.4 The quadratic interpolation

By comparison of those of sections 4.2 and 4.3, this method has the advantage of not requiring
the computation of first or second order derivatives of the function . Let three points a; < a, <
as such that g(a;) = g(az) and g(a3) = g(az) and let us approximate the function g on the
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related interval by a quadratic function g with the same values as g has at the points a;, a, and
as. The minimum of g is obtained at the new point a4 satisfying:
1 rasglay) +r318(az) + r28(as)

4 — - ) (]-1)
2 sp3g(aq) +s318(az) + s128(a3)

where r;j = a? - a? and s;; = a; — a;. This procedure may be repeated again with the three new
selected points. Under some regularity hypothesis, this method convergence rate is superlinear
[2].

Another approach consists in differentiating the cost function towards the direction of de-
scent with Taylor development, and neglecting second order derivatives:

2 d
% da

2

0=l o)l = 2 o) et (o)l 0

with # (y,d*) = u' the derivative of u at the point w* and towards d*. This equation gives
straitforwardly:

(W u—ug)y +a(u,u'), =0 (13)
(', u—uq)y
a = (u” u/)% (14)

This latter method which is widely used in the heat transfer community can give easily an
accurate step size a when the cost function j is close to be quadratic, i.e. when the state u varies
almost linearly with y.

4.5 Other methods - Inexact line-search

A great number of other one-dimensional optimization methods may be found in the literature.
These methods may be more or less complicated and some of them may be much more optimal
than the above-presented methods. In practice the Fibonacci method,the golden section search
method and the cubic interpolation method are also very widely used in practice (the reader
may refer to [5, 3, 2] for more details). All these methods can be quite CPU-time consuming, and
in fact, the convergence of some of the methods presented afterwards in Section 5 (typically the
BFGS method) can be reached without getting a point very close to satisfying g (a) = 0. Well-
accepted conditions used to build inexact line-search algorithms are based on the two rules:

a) a must not be too large in order, for instance, to avoid oscillations,
b) a must not be chosen too small in order to prevent from premature convergence.

Among the large number of inexact line-search algorithms, one is based on the Goldstein
rules (see Figure 7) which first ensures condition a) by satisfying (15) choosing m; € [0,1], and
second ensures condition b) satisfying (16) choosing m; € [m;, 1].

g (@) <g(0)+mag (0) (15)

g (@) =g (0)+myag (0) (16)

Other rules can be stated in similar ways. For instance, the Armijo’s method is a variant
of the Golstein method. Related algorithms are very simple and can be found in any book on
optimization.
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Figure 7: Set of points satisfying the Goldstein’s rules: [a, b] U [c, d].

Algorithm 1: Typical method based on the Goldstein rules

input : amin =0, Amax =00, ¥ = wk, Vj,d= dk
output: &

1 Give some initial value to a;
Compute g'(0) = (Vj,d);
2 Compute g(a) = j(y + ad);
if g(a) < g(0) + myag’(0) then
| goto3)

else
| setamax=aandgoto5

end
3 Compare g (@) and g (0) + mgag’ (0);

if g(a) = g(0) + mya g’ (0) then
| END

else
| goto4

end
Set Amin = @;
5 Look for new value in @ min, @max[ and return to 2

'y

5 Gradient-type n-dimensional optimization algorithms

Since in all cases, the stationarity of j is a necessary optimality condition, almost all uncon-
strained optimization methods consist in searching the stationary point ¢ where V;j(y) = 0.
The usual methods are iterative and proceed this way: one generates a sequence of points
P, y!,...wP which converges to a local optimum of j. At each stage p, y”*! is defined by
WPt = yP +aPdP where d” is a displacement direction which may be either the opposite of the
gradient of j at y” (i.e. d” = -V j(yP”)), or computed from the gradient or chosen in another
way provided that it is a descent direction, i.e. satisfying (Vj(y"),d?) <0.
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5.1 1storder gradient methods
5.1.1 The gradient with predefined steps method (1st order method)

At each iteration step p, the gradient V j(yP) gives the direction of the largest increase of j. The
procedure consists thus in computing the gradient, and in finding the new point according to
the predefined strictly positive step size a” as:

VjwP)
[Viwn|
It may be shown that this iterative scheme converges to ¥ provided that a”? - 0 (p — o)
and Z‘;":O aP = +oo. One can choose for instance a” = 1/p. The main drawback of this method
is the fact that the convergence rate is usually very low.

wp+1 :wp_ap (17)

5.1.2 The steepest descent method (1st order method)

In this frequently used method, a” is chosen at each iteration p so as to minimize the func-
tion g(a) = j(y” —aVjyP)) on the set of @ = 0. The algorithm is thus the following. One
first chooses a starting point 1 and set p = 0. At each iteration p, one computes the gradi-
ent and set d” = —Vj(y”). One then solves the one-dimensional problem (see section 4) and
set P! = wP + aPdP. This procedure is repeated until a stopping test is satisfied (see sec-
tion 2.5). The main disadvantage of the steepest descent method is the fact that the conver-
gence can still be very slow. As a matter of fact, since a” minimizes g(a) = j(y¢” + ad”) then
g'(a”)=(dP,Vj(yP +adP))=(dP,Vj(wP*)). Hence (d”,dP*') = 0. This means that two suc-
cessive displacements are strictly orthogonal. As a direct consequence, the number of steps to
minimize elongated valley-type functions for instance may be very high (see figure 8 and then
figure 10d page 23).

dl

Figure 8: When the steepest descent method is used, the two consecutive directions are orthog-
onal.
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5.1.3 The conjugate gradient method for quadratic functions (1st order method)

In this section we shall firstly assume that the cost function is quadratic. The case of arbitrary
functions shall dealt with in the section 5.1.4 . Let the quadratic functional be of the form:

1
i =5 (y.y), (18)

and let us recall the definition for two conjugate vectors. Let 2/ be a given symmetric matrix
(operator). Two vectors x; and x, are .2/ -conjugate if (27 x1, x2) = 0. The general method to opti-
mize j is the following. Let us start with a given y° and choose d° = —Vj(y°). One may remark
that for quadratic functions, the one-dimensional minimization procedure may be analytically
solved. Recalling that the minimization of g(a) along the direction d° should lead to the fact
that this current direction (d°) would be orthogonal to the next gradient Vj(y'), one has:

(@’ Vj(y'))=0. (19)
Using the relationship V j(y) = &7y given by the differentiation of (18) and the reactualiza-
tion formulation ! = ¢ + a°d®, (19) becomes:
(@ vi(yh) =(d ')
=(d° o (v° + a®d?)) (20)
= (d° y°) +a®(d°, o7 d°).

Equaling (20) to zero gives the step size a°:

o (@) on

(= d%)’
Next, at stage p, we are at the point w” and we compute the gradient Vj(y”). The direc-
tion d” is obtained by combining linearly the gradient V j (") and the previous direction d”~!,
where the coefficient 8 is chosen in such a way that d” is 7 -conjugate to the previous direc-

tion. Hence:

(aP, o dP~') =(-Vj(wP)+pPdP~!, odrP™t)

== (V) w?) o/ dr )+ 7 (a7 ot ar ). .
Next, choosing B” such that the previous equation equals zero yields to:
VjP),of dP~!

(ar-1, o/ dr-1) -

The algorithm based on above relationships is te one given in Algorithm 2. Also, it is proved
[3] that the conjugate gradient method applied on quadratic functions converges in at most n
iterations where n = dimy.

5.1.4 The conjugate gradient method for arbitrary (non quadratic) functions (1st order)

Before giving the conjugate gradient method to be applied on arbitrary functions, let us give
some more properties inherent to quadratic functions. Differentiating (18) and taking into ac-
count of the reactualization relationship gives:
VP =VjwP = (yP-yP)
= (P 1+ aPtdP~ !t —yPl) (24)
=aP loZart,
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Algorithm 2: The conjugate gradient algorithm applied on quadratic functions

1. Let p =0, ¥° be the starting point,

compute the gradient and the descent direction, d° = -V j(y/"),

d®, o/ y°
compute the step size a® = —%;

2. At step p, we are at the point ¢
We define w”*! = ¢P + aP dP with:

(@7, Viw™)
(ar, o dr)
e the direction d” = -V j(yP) + BPdP~!

* the step size a” = -

(ViyP),o/dP™).

» where the coefficient needed for conjugate directions: ¥ = ;
(ar-1, o/ dr1)

3. Stopping rule (see Section 2.5). If satisfies: End, otherwise set p — p + 1 and return to
step (2).

which also gives the following relationship:

—7 (Vi) Vi) = Vi) = (Viw),o/d" ™). (25)

On the other hand, substituting (25) into (23) gives

pP = (Viw?),adPl) (Vi) VjiwP) -VjwP™h) 26)
(@r-t,eart)  (dPLVjyP) -VjP-1)

Next, expanding the descent direction d P-1 (26) becomes:

(Viw?),Viw?) -VjwPh) ,
(=Vjr=h+pptdr=2VjyP) - Vjyr)’
BP = (Vi) Vi) -ViwP™) 08)

(=VitP=h) = BP=IVjyP=2)+ A VjyP) - VjyPh)’
where A is the series given from the reactualizations. All the gradients being orthogonal one
from the next, (28) becomes:

pr = (27)

(VjwP),VjP)-VjyPh)

pr =
(ViaP-1),Vjyr1)

(29)

and also:
(Viw",ViwP)
(Vi1 Vj@rh)
It is pointed out that in the neighborhood of the optimum, non-quadratic functions may
be always approximated by quadratic functions. The Fletcher and Reeves’ method consists in

p =

(30)
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v

dO

Figure 9: When the conjugate gradient method is used, the two consecutive directions are con-
jugate instead of orthogonal. Applied on a quadratic function, the method converges in at most
n iterations (in this figure two iterations are needed since dimy = 2).

applying (30) to access P while the Polak and Ribiere’s method consists in applying (29) to
access . Taking into account of above remarks, the conjugate gradient algorithm applied on
arbitrary functions is given in Algorithm 3. It is important to note that the global convergence
of the presented methods is only ensured if a periodic restart is carried out . The restart d” =
—Vj(u'") is usually carried out at least every n iterations.

Algorithm 3: The conjugate gradient algorithm applied on arbitrary functions

1. Let p =0, ¥° be the starting point, d° = -V j (y/%);
2. Atstep p, we are at the point ¢”; we define ¢! = ¢” + a” dP with:
« the step size a” = argmuiQn g(a) = j(vP + ad”) with:
acR*

e the direction d” = -V j(y”) + P dP~! where

* the conjugate condition S satisfies either (29) or (30) depending on the chosen
method;

3. Stopping rule (see subsection 2.5). If satisfies: End, otherwise, set p — p +1 and return to
step (2).

5.2 The Newton’s method (2nd order)

Let us assume that the cost function j(y) is now twice continuously differentiable and that sec-
ond derivatives exist. The idea is to approach the next cost function gradient by its quadratic

Lecture 9: Optimization — page 17



Metti 6 Advanced School: Thermal Measurements and Inverse Techniques Biarritz — March 1-6, 2014

approximation through a Taylor development:

Vi = Vi) + V2 jaP) ] syP + 6 (yP),

and equaling the obtained approximated gradient to zero to get the new parameter yP*! =
owP +yP:
P =y - [V (?)] V). (3D
Note that while using second-order optimization algorithms, the direction of descent as well
as the step size are obtained from (31) in one go. Another interesting point is the fact that the
algorithm converges to ¥ in a single step when applied to strictly quadratic functions. How-
ever, for arbitrary functions, the approximation (2?) may not be exact yielding to some errors in
the displacement §v” and thus in the new point w”*1. As a consequence, if the starting point
v is too far away from the solution ¥, then the Newton method may not converge. On the
other hand, since the approximation of j(¥) by a quadratic function is almost always valid in
the neighborhood of ¥, then the algorithm should converge to  if the starting point 1 is cho-
sen closely enough to the solution. Moreover, it is very common to control the step size this way.
One first calculates the direction d” = — [V?j(yP)] “ly j(wP) and control the step size through
an iterative one-dimensional minimization problem of the kind ming(a) = j (¢” + ad”) be-
fore actualization ¢?*! = y” + adP. One limitation of the Newton’s method is when the Hessian
V2 j(uP) is not positive definite. In these cases, the direction given by d” = — [V? j (yP)] - Vj(uP)
may not be a descent direction, and the global convergence of the algorithm may not be guar-
anteed any more. Moreover, and above all, the Hessian is usually very difficult to compute and
highly time consuming. To overcome these difficulties, one should prefer using one of the nu-
merous quasi-Newton methods detailed afterwards.

5.3 The quasi-Newton methods

The quasi-Newton methods consist in generalizing the Newton’s recurrence formulation (31).
Since the limitation of the Newton’s method is the restriction of the Hessian V2 j(1”) to be posi-
tive definite, the natural extension consists in replacing the inverse of the Hessian by an approx-
imation to a positive definite matrix denoted H”. Obviously, this matrix is modified at each step
p. There is much flexibility in the choice for computing the matrix H”. In general, the condition
given by (32) is imposed:
H[Vjy") - VP ] =y? —yP". (32)
Various corrections of the type
HP' =HP + AP (33)

may be found in literature [2]. Depending on whether A” is of rank 1 or 2, we shall speak of a
correction of rank 1 or 2.
5.3.1 Rank 1 correction

The pointis to choose a symetric matrix H® and perform the corrections so that they preserve the
symetry of the matrices H”. The rank 1 correction matrix consists in choosing AP = a? v vP '
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where v” is a vector and a” is a scalar such that, from a symetric matrix H, the correction
preserves the symetry of matrices H”. Denoting

5P = wpﬂ _ wp (34)
YP=VjP) -vjw?) (35)

one chooses a” and v” such that H”“y” = 6P, thus:

[H? + a” (WP vPhH]yP = 6P, (36)
and
yPTHPYP + aP (YPT ,,p) (VPTYP) =yPT 5P, 37)
thus )
a”(vay”) :y”T(d”—H”y”). (38)
Using the identity
alvP P TP (P vP P TyP) "
ap(vpva):( 14 Y)( UZU Y) , (39)
ar (vPTyP)
and using (36) and (37) to get
al vP VPTYP =67 —HPy?, (40)
2
one obtains the correction (of rank 1) of the Hessian inverse:
-

77T (67 —Try?)

5.3.2 The rank 2 Davidon-Fletcher-Powell (DFP) algorithm

The Davidon-Fletcher-Powell algorithm (in short DFP) consists in modifying the inverse hessian
with the correction formulation of rank 2:

SP(6P)T pr’”()f”)TH”
©P)TyP (yP) "HyP

HPH = HP + (43)

where we have defined above 67 = wP*! —y? and y” = Vj(y”*1) - Vj(yP), and where the new
point ¢P*! is obtained from " through the displacement

dP = —HPVj(yP). (44)

The global DFP method is presented in Algorithm 4.
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Algorithm 4: The Davidon - Fletcher — Powell (DFP) algorithm

1. Let p =0, ¥° be the starting point. Choose any positive definite matrix H’ (often the
identity matrix);

2. atstep p, compute the displacement direction d” = ~HPV j(y?), and find w”*! at the
minimum of j(y? + adP) with a = 0;

3. set 67 = yP*! —yP and compute y? = Vj(ywP*!) - Vj(yP) to actualize:

5P(5P)t prp()fp)tH”_ 15
@PyP P HYP 45

HP* =HP +

4. Stopping rule (see section 3.4). If satisfies: End, otherwise, set p — p + 1 and return to
step (2)

5.3.3 The rank 2 Broyden - Fletcher — Goldfarb - Shanno (BFGS) algorithm

The Broyden - Fletcher — Goldfarb — Shanno algorithm (in short BFGS) developped in 1969-1970
uses arank 2 correction matrix for the inverse Hessian that is derived from (43). It can be shown
[2] that the vectors 6” and y? can permute in (43) and in the relationship H”*1y? = §7. The
correction (43) can thus also approximate the Hessian itself, and the correction for the inverse
Hessian HP*! can thus be given from H” through the correction formulation:

')/p th')/p

SP(6P)! _ 5pyprp + prp(spf
5plyp '

p+l _gqp
H H” + (5p)t,)/p 6p[,}/p

1+

(46)

When applied on a non purely quadratic function, one has, as for the conjugate gradient
method and the DFP method, to carry out a periodic restart in order to ensure convergence
[5, 12]. It is known that the BFGS algorithm is superior than the DFP algorithm is the sense that
it is much less sensitive on the line-search inaccuracy allowing the use of economical inexact
line-search algorithms [2].

5.3.4 Gauss-Newton

When the cost function is explicitly a square norm of the error between the prediction and the
state, that is of the form

j@W) = g = lu-ually (48)
then the Gauss—-Newton method or some derivatives or it (e.g. Levenberg-Marquardt) may be
interesting to deal with, especially if the number of parameters is small. Before going deeper

into the cost function gradient computation (see section 6), defining u'(y; dy) the derivative of
the state at the point ¥ in the direction dv as:

u(y +edy) — u(y)

I arre NERT
u (y;6y) = lim . (49)
then the directional derivative of the cost function writes:
J' s 69) = (u—uq, u' (W;69)) 4, (50)
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Algorithm 5: The BFGS algorithm

1. Let p =0, ¥° be the starting point. Choose any positive definite matrix H’ (often the
identity matrix);

2. atstep p, compte the displacement direction d? = —HPV j(yP), and find wP*! at the
minimum of j(y? + adP) with a = 0;

3. set 6P = yP*! —yP and compute y? = Vj(ywP*!) - Vj(yP) to actualize:

'}/p th,},p
oplyp

8P (6P)t  SPyPIHP + prp(spt
6P iyP splyp

HPY =HP + 1+ (47)

4. Stopping rule (see section 3.4). If satisfies: End, otherwise, set p — p + 1 and return to
step (2)

where j'(y; 8y) = (Vj(y),5y). In the analogue way, the second derivative of j(y) at the point
in the directions 6y and §¢ is given by:

J" 38y, 6¢) = (u—ua, u" (@;8v,6¢)) o + (' (; 5w), ' (W;6¢)) o - (51)

Neglecting the second-order term (this is actually the Gauss—Newton approach), we have:

J" 38y, 6¢) = (U (w; 89), u' (W;8¢)) 4. (52)

In order to form the cost function gradient vector and the approximated Hessian matrix,
one has to choose the directions for the whole canonical base of ¢. Doing so, one can use
the so-called sensititivity matrix S which gathers the derivatives of u in all directions év;, i =
1,...,dimy, and the product (' (y;6v;), u'(y; 8y ;)) involved in (52) is the product of the so-
called sensitivity matrix with its transposed. The Newton relationship is thus approximated to:

Stseyk = —vjwh). (53)

The matrix system S’S is obviously symmetric and positive definite with a dominant diagonal
yielding thus to interesting features (Cholesky factorization, etc.). Though the Gauss—-Newton
system (53) presents inherent interesting feature (it almost gives in one step the descent di-
rection and the step size), the matrix S’S is likely to be ill-conditionned. One way to decrease
significantly the ill-condition feature is to “damp” the system using:

(S!S + 1) 6wk = -V, (54)

or better:
[S'S + ¢diag(S'9)| 6wk = -V jw™). (55)

Note that ¢ — 0 yields the Gauss—Newton algorithm while ¢ bigger gives an approximation
of the steepest descent gradient algorithm. In practice, the parameter £ may be adjusted at each
iteration.

Lecture 9: Optimization - page 21



Metti 6 Advanced School: Thermal Measurements and Inverse Techniques Biarritz — March 1-6, 2014

5.4 Elements of comparison between some presented methods

Some of the presented methods are tested using on the well-known Rosenbrock function which,
in 2-D, writes:
f,y) = (x—a)” + px* - y)°. (56)

For the considered case, the chosen parameters are @ = 10 and = 100, so that the optimum
isat (1,1). The figure 10a page 23 presents the function. This function presents a long elongated
valley where the function gradient is very low. Next, the PSO algorithm is the one from [11].

The deterministic simplex method from the GSL library starting from the point x° = -1,
y° = 1 needs 64 evaluations of the cost function. The stopping criterion is based on the simplex
characteristic size equal to 1072, The PSO algorithm taken from [11] with 20 particles with 3
informed particles, ¢ = 4.14, y = (P_ZJFZW, A1 = A2 = 0.5y¢. The stopping criterion is based
on the cost function equal to 107°. With these parameters, around 6,000 evaluations of the cost
function is needed for the minimization. For the Steepest descent, the conjugate gradient and
the BFGS algorithms, the stopping criterion is based either on the gradient norm equal to 1073,
or on a maximum number of iterations equal to 10,000. For the steepest descent method, the
maximum of iteration criterion is achieved. For the conjugate gradient, and the BFGS method,
49 and 11 iterations are needed, respectively.

6 Cost function gradient

We recall here that the function to be minimized is the cost function _# (1) expressed in terms of
the state u but minimized with respect to the parameters ¥. We thus have the equality (by def-
inition) between the cost function and its reduced version: j(y) := _#(u). The state u is related
to the parameters ¥ through an operator (linear or not) that combines the partial differential
equations along with the boundary conditions, initial conditions, etc. This operator is denoted
as . for the state problem. To be concise, one writes down

S (u,y) =0, (57)

where we have the mapping v — u(y). Often, the space (and time) is discretized so that the state
operator . is approximated in some matrix formulation. In this case, we have £ (u,v) = 0, with
dimZ = dimu. Note that u involved in (57) is continuous while u involved in Z(u,¥) =0 is
likely to be already discretized (using finite difference, finite elements, etc.). We now need the
definition of the directional derivative of j(y) in the direction 6y (see Definition 6). Other kinds
of derivatives can also be used, such as the Gateaux or Fréchet derivatives, see [1] for technical
definitions.

Definition 6 (Directional derivative). Let a point v € & and a direction ¢ € & . One defines
0(t) ;== y + t¢p and the function 7 (t) := j(€(1)). The directional derivative of j at the pointy in
the direction ¢ is:

St 1) — i
W)= g0 =i IO (58)
>0
It has been seen before (see (50)) that we have the equality
J' s 69) = (u—uq, u' (y;69)) 4, (59)

Lecture 9: Optimization — page 22



Metti 6 Advanced School: Thermal Measurements and Inverse Techniques Biarritz — March 1-6, 2014

2

(b) Simplex algorithm: 64 cost function evalua-
tions.

05 N

-1

f
15 2

(c) PSO algorithm: = 6,000 cost function evalu- (d) Steepest descent algorithm: more than
ations. 10,000 cost function evaluations.

2

15

05

05

-05 -05

-1

-1

L T L L T L L
-1 -0.5 0 0.5 -1 -0.5 0 0.5 1 15 2

(e) Conjugate gradients descent algorithm: 45 (f) BFGS descent algorithm: 11 cost function
cost function evaluations. evaluations.

Figure 10: Numerical comparison of optimizers on the 2-D Rosenbrock function.
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and, because of linearity of both u'(w;6vw) and j'(y;dv) in dy:

J' s 6y) = (Viw),6v) 5. (60)
where Z is most of the time chosen equal to 2 but it can be chosen differently for regularization
purposes.

6.1 Finite difference

The finite difference approach consists in approaching the cost function gradient through a sub-
straction of the cost function with a perturbed cost function for the whole canonical base of v,
thatis 6y = 6y1,6v>,...,0Wdimy. For the jth component, we have:
; . (W +edy;)— j(y)

(Viw), = (Vi) ou,) , = T2V (61)
Usually, in order to perform the same relative perturbation on all components v;, one rather
uses €; — &|y;|, where the positive scalar ¢ is fixed. The very simple related algorithm is de-
scribed in Algorithm 6.

Algorithm 6: The finite difference algorithm to compute the gradient of the cost function

Set the length € > 0;
At iteration p, compute the state u(y”), compute j(y”);
foreach i =1,...,dimvy do
Compute the cost j(yP? + e|ly;|6w;);
JWP +elyildyi) — jyP)
ely;l

Set the gradient (Vj(¥)); —

end
Integrate the gradient within the optimization methods that do not rely on the
sensitivities (conjugate gradient or BFGS for instance among the presented methods)

In practice the tuning parameter ¢ has to be chosen within a region where variables depend
roughly linearly on €. Indeed for too small values, the round-off errors dominate while for too
high values one gets a nonlinear behavior. Even though the Finite Difference Method is easy to
implement, it has the disadvantage of being highly CPU time consuming. Indeed, the method
needs as many integrations of the model . (u,¥) = 0 as the number of parameters dimw. The
gradient computed this way can be integrated to the previously presented optimization meth-
ods that do not rely on ¢/, such as the conjugate gradient methods or better the BFGS.

When performing the finite differenciation with respect to ¥;, one also accesses the approx-
imated perturbed state v’ (y; 5w ;). This way, one can use again the conjugate gradient methods
or the BFGS method for instance, but also the Gauss—Newton-type methods based on matrix
inversion and which do rely on the sensitivities u'(y;8v;), i = 1,...,dimw. Doing so, the related
optimization is given in Algorithm 7.

6.2 Forward differentiation

The forward differentiation approach consists in computing u'(y; ;) differentiating the state
equations .#(u, ) = 0 to get..

L) u' + F, (u,p) oy = 0. (62)
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Algorithm 7: The finite difference algorithm to compute the gradient of the cost function
and the sensitivities

Set the step € > 0;

At iteration p, compute the state u(y”), compute j(yP);

foreachi=1,...,dimy do
Compute the perturbed state u(y?” + |y ;|0w;) and the cost j(y” + e|lw;|6y;);
up? +elyldy;) — uly?)

elyil ’
Set the gradient (V j, 6y ;) with either (u —ug, u'(y; 61,(/i)) or as in previous algorithm
with LW Felvildyd) - ")
elyil

Set the state sensitivity v’ (y; 5y ;) —

end

Integrate the gradient within the optimization methods that do not rely on the
sensitivities (conjugate gradient or BFGS among the presented methods) or within
optimization methods that do rely on the sensitivities (Gauss—Newton or
Levenberg—Marquardt).

As in the previous section, the gradient computation needs one integration of (62) per pa-
rameter ¥;, so one needs dimy integrations in total to access the full gradient V j(y). However,
in this case, the equation (62) is linear, while (57) was not linear.

As for the finite difference approach, one may use the sensitivities ©’ and integrate them
into the Gauss—-newton-type methods, or simply use the cost function gradient and then use the
methods that do not rely on the sensitivities.

When compared to the finite difference approach, the forward difference method leads to
exact cost function gradient components. Moreover, though . is likely to be a nonlinear opera-
tor, the system (62) is linear, thus yielding to much less CPU time. Another singularity is that the
discrete version of ¥ (u, ), i.e. &, is the tangent matrix that is to be used anyway for solving
the “forward” problem . (u,¥) = 0. The computation of this linear tangent matrix is most often
the task that takes the longer time in solving . (u, ¥) = 0. The optimized procedure is thus the
one given in Algorithm 8.

6.3 Adjoint state

In this section we present the use of an additional problem —the so-called adjoint-state problem—
that gives the exact cost function gradient but in a computational cheap way. We present one
method based on the identification procedure (subsection 6.3.1) and another one that uses the
Lagrange function (subsection 6.3.2). For the latter method, the model equation is treated as
an equality constraint for the optimization. Both methods can deal with either the continuous
equations or the discrete ones. One has to keep in mind that when the continuous method is
used, (in general) all the equations have later on to be discretized. Both strategies are equivalent
in usual, but if the cost is computed through the integration of some discretized equations, then
we consider that the discretized equations have to be differented (it is the so-called “discretize-
then-differentiate” method). The other way is to deal with the continuous equations, then dis-
cretize the state model, etc. (it is the so-called “differentiate-then-discretize” method). Some
examples of adjoint derivation will be given in the last sections.
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Algorithm 8: The forward differentiation algorithm to compute the cost gradient and the
sensitivities
At iteration p, solve iteratively . (u, ") = 0, compute j(yP”) and save the discrete version
of the linear tangent operator .%,, (u, w");
foreachi=1,...,dimy do
Solve &, (u, w)u' + LS”u’,(u, wP)ow; =0;
Set (Vj,éw,-)g = (u —Ug, u,(w;5l/li)%;
end
Integrate the gradient within the optimization methods that do not rely on the
sensitivities (conjugate gradient or BFGS among the presented methods) or within
optimization methods that do rely on the sensitivities (Gauss—Newton or
Levenberg—Marquardt).
Note: the linear tangent matrix which is to be assembled for the solution of the “forward”
model can be re-used for all canonical components dv;.

6.3.1 Identification method

In this first part, we derive the adjoint-state method using the identification method. From the
definition of the functional gradient, one writes the gradient:

(Vi,6w) x = j (y;69) = (u—ug, u' (w;69)) , . (63)

One then introduces a new variable (the adjoint-state variable u*) such that the gradient
equation (63) also satisfies the “more—-easy-to—-compute”:

' (w;6) = (yu’,(u, woy, u)% (64)
On the other hand, since we have the relationship .#(u, ¥) = 0, then
L' + S, )5y =0 (65)

and thus
J'6y) =— (S, (), u”),, . (66)
Identifying (63) and (66), we obtain the adjoint-state problem that must satisfy the equality:

— (L, u),, = (u—ug, W' (W;69)) 4 (67)

Next, if the adjoint problem (67) is satisfied (it means that we accessed the adjoint state u*),
then the cost function gradient is very simply given by (64). We then use the inner product
property (<7 u,v) = (4, * v) where <7 * is the transposed conjugate operator of .o/ (adjoint) to
modify the adjoint equation (67) to:

F (up)u* + (u—ugz) =0 (68)
where #* is the conjugate transposed of the linear tangent operator ., i.e. we used:
(Fwpu',u*),, = (S"wy)u™,u'),, +1--] (69)
where the term [---] may contain integration terms.

Remark. The inner product (v, w)q, is performed on the whole domain of definition of u. For
instance ifu € L»(0, T; L»(2)), then (v, w)q, = fOT Jop vw dx dt.
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Algorithm 9: The adjoint state problem to compute the cost function gradient with inte-
gration within an optimization algorithm

At iteration p, solve iteratively . (u, ) = 0;

Compute j(yP);

Save the solution u;

Compute the adjoint state problem .#* (u, y)u* + (u— ug) = 0;

Compute the gradient (Vj(y);6y) ; = (5@(11, V)6, u*)%;
Integrate the gradient within the optimization methods that do not rely on the
sensitivities (conjugate gradient or BFGS among the presented methods)

6.3.2 Lagrange formulation

The use of a Lagrange formulation means that the state equations are taken as constraints in the
optimization problem. To do so, let us introduce the Lagrange function [13, 14]:

Lw,u*,p) = W)+ (L (w,y),u"),, (70)

The Lagrange function introduced in this section is a function of three variables, namely the
state u , the parameter to be to be identified v and the adjoint state variable u*. This means that
both variables u and y are somehow considered to be independent even though there exists (at
least implicitly) the relationship . (u,¥) = 0 that maps ¢ to u. Moreover, since u is the solution
of the forward model, then the Lagrange function . is always equal to the cost function _¢ (u)
and the constraints which represent the partial differential equations of the modelling problem
are always satisfied. We now show that a necessary condition for the set 1 to be solution of the
optimization problem (2.3) is that there exists a set (u,¥) such that (u,y, u*) is a saddle point
(stationary point) of .Z. Indeed, let us show that the necessary condition j'(w;dy) = 0, Vo is
equivalent to

A(w,u",y) | L, V6w=0; Z, () 6w=0; £, ()dw=0, (71)

for all directions 6 w taken in appropriate spaces (u', u* and §v). First, since the state is satis-
fied, then
Ly =F W, p) =0.

Moreover, since we have also ., (u, w)u' + yu’,(u, W)y =0, we get:
Ly oy =y, = (i, u’), (72)
In another hand, the differentiation of the Lagrange function with respect to the state gives:
ZLyOu' =(u-ug,u) g + (L (wyu',u*),, (73)

So far, the choice for the adjoint variables u* has not been fixed yet. However, choosing the
adjoint variable such that .Z}, (-) u’ = 0 Vu' considerably simplifies the relationship between the
differentiated lagrangian with respect to ¥ and the cost function gradient. One actually chooses
u* such that it satisfies the adjoint state equation

(S, w)u',u*),, + (u—ua, u' (w;69)), =0. (74)
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This way we obtain the cost function gradient:

Ly oy = (u—uq, ' @;69)) 5 = j' (W;69) = (Vj,6v) 4 (75)
The adjoint-state equation is thus:
F (u,p)u* + (u—ug) =0, (76)
and the gradient is given by:
V)= (5”1,’,(1,{, w), u)@ (77)

Summarizing, the minimum of the cost function is to be found at the stationary point of the
Lagrange function (70). When the adjoint-state equation (76) is satisfied, then the components
of the cost function gradient are simply given through the inner product (77).

6.3.3 Examples

In the examples presented below, we do not specify what the parameters are. We just give the
form of the adjoint-state problem related to the “forward” state problem form.

Case of ODE Let us start with the case where the state model is simplified to a single linear
continuous ordinary differential equations integrated in time .# =]0, f¢]. The direct problem
thus writes:

S (uy)=CHE-B=0 fortes

78
U= uy fort=0, (78)

where % may be an inertial scalar or a capacity matrix depending on the related case and %
contains the loadings. Injecting the differentiated time-dependent relationship (78) into the
adjoint-state relationship (74) gives:

+(u—ug,u')g =0

d
(‘5— u',u*
u

dat

where the inner must be understood as (a, b)g, = f g abdt. One then integrates by part the first
term to get:
d
dat
Since there is no reason that the initial state depend on the parameters v (except if the initial
state is searched), then the derivatives 1’ of u at initial time is set to zero. The adjoint-state
problem is eventually:

—(u',%* u*) +[u"€*u*]éf+(u—ud,u')%:0
u

~€* U+ (u-uy)=0 fortes

C*ut+(u—uyz)=0 forr=ty. (79)

Remark. There is a minus sign just before the operator €™ involved in the first equation. At the
same time, the boundary-time condition is given at final time ty. Therefore, when considering
these two points, there is no way to solve the adjoint problem forwardly, i.e. from t = 0 to ty. The
trick consists in introducing a new time variable T = tf — t (the dual time). Doing so, the initial
condition is given at initial time T = 0, and the time-dependent equation (79) is solved in the
forward way in the dual time variable T which corresponds to the backward way in the primal
time variable t.
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Remark. The loading component (u— ug) involved in (79) is non-zero only at times where the
cost function j is to be integrated, i.e. in accordance with the definition of the & -norm.

Remark. Inherently, the adjoint-state problem is linear: even though the forward problem is
likely to be nonlinear (it was not the case in the considered exemple), the adjoint-state problem is
still linear since the operators do not depend on the adjoint-state variables. An equivalent remark
was given for the forward differentiation method which used the linear tangent operator.

Case of elliptic PDE This second example concerns the case where the state model is simpli-
fied to a diffusive-type continuous partial differential equation independent of time:

S (wy)=Hu-B=0 (80)

where % is the diffusivity matrix obtained after discretization of the continuous equation which
takes into account of the boundary conditions. Injecting the differentiated space-dependent
relation (80) into the adjoint (74) gives:

(AU u)g + (u—ug,u')y =0
Transposing the diffusive matrix gives:
(v, 7" u"),, + (u—ug,u') ) =0

Owing to be verified for all directional derivatives ', the general adjoint-state problem be-

comes:
KU+ (u—uy) =0. (81)

Remark. The loading component involved in the space-dependent equation is non-zero only at
the selected locations where the cost function j is to be integrated, i.e. in accordance with the
definition of the & -norm.

Case of parabolic PDE The discretization of the space and time dependent diffusive model
yields to the so-called parabolic problem. It is somehow the union between both just above

presented cases:
F(wy)=Cu+ X u-%=0 fortey

Uu=up for r=0. (82)
Injecting the differentiated operators involved in (82) into the adjoint (74) gives:
d / / / _
C—uy| +(Hup)y,+(u—ugu'))y=0
dt %
Transposing all operators through integration by parts gives:
- (u’,% ) +[(,C u")g, ], + (U, A7 U) g + (U= g, ' (@;69)) =0
Eventually, the adjoint problem writes:
_ k ek * * ! —
Cur+ X ut+ F'(w=0 fortes (83)

u* =0 for 1 = 1y.
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6.3.4 The global optimization algorithm

The general algorithm is given in Algoritm 10. The global procedure described in this algorithm
is run until (at least) one of the stopping criteria presented in subection 2.5 is reached.

Algorithm 10: The global optimization algorithm
1. Integrate the cost function value through integration of the forward (maybe nonlinear)
problem;

Store all state variables to reconstruct the tangent matrix (or store the tangent matrix);

2. Integrate the backward linear adjoint-state problem, all matrices being possibly stored or
recomputed from stored state variables

3. Compute the cost function gradient;

Compute the direction of descent

4. Solve the line-search algorithm

7 Elements of comparison

We give in this section some elements of comparison between the previously presented opti-
mization algorithms and between the different gradient computation strategies.

7.1 Convergence speed

The optimization algorithms presented in section 5 yield to a series {/*} =1 that converges to .
We give some rate convergence definitions [4, 2, 3].

Definition 7. The convergence rate of the series {y*} =1 is said to be linear if

W=yl 0.1, (84)
lyi—yll

This means that the distance to the solution ¥ decreases at each iteration by at least the constant
factort.

Definition 8. The convergence rate of the series {y*} 1 is said to be superlinear in n steps if

m 1V ksn— Wkl —0

i _ (85)
k—co Ny —vll
Definition 9. The convergence rate of the series {y*} -, is said to be quadratic if
"w’”‘—_f’/’;” <7, 7>0. (86)
lyi—wl

Quasi—-Newton methods usually converge superlinearly and the Newton method converges
quadratically. The steepest descent method converge linearly. Moreover, for ill-posed problems,
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this method may converge linearly with a constant 7 close to 1. Next, the conjugate-gradient
method converges superlinearly in 7 steps to the optimum [2].

Thus the quasi-Newton methods convergence-rate is much higher than the conjugate gra-
dient methods convergence rate which need approximatively n times more steps (n times more
line-search) at the same convergence behavior [2]. However, for the quasi-Newton method, the
memory place is proportionnal to n?.

7.2 Gradient computation cost

Let . (u,w) = 0 the state problem that maps v — u, Z being possibly nonlinear (for highlight-
ing differences between the distinct strategies), and dim v the number of parameters to be eval-
uated. We compare the number of times the model .%#, the differentiated model and/or the
adjoint state model are computed to access the full gradient of the cost function.

1. Finite difference method:
(dimy + 1) nonlinear computation of . (u,y) = 0.

2. Forward differentiation method:
1 nonlinear computation of . (u, ) =0,
dimw linear computation of ), (u, w)u' + %, (u, )0y = 0.

3. Adjoint state method:
1 nonlinear computation of . (u, ) =0,
1 linear computation of #* (u,v)u* +u—uyz =0.

Thus, the finite difference method is very time consuming, though it is easy to use. Next,
comparing the two latter methods, the operator involved in the adjoint-state method is al-
most the same as the one involved in the forward differentiation method, though the adjoint-
state method yields to higher algorithmic complexity (backward time integration, memory, etc.).
When dimw is high (even if dimwy is bigger than say 100), the use of the direct differentiation
method becomes cumbersome and computationaly expensive: the adjoint-state is the only ac-
ceptable method.

7.3 Gradient computation needs

We recall in the following table the way (the required needed steps) one computes the cost func-
tion gradient.

Steepest, conjugate-gradients, | Newton Gauss—-Newton,
BFGS, DFP, ... Levenberg—Marquardy, ...
u—<Lwy)=0 u—<LWwyv)=0 u—<Lwy)=0
j—u j—u j—u
Forward diff. Forward diff.
Vj—< or Vj—< or Vj < S'S— S < u (Forward diff.)
Adjoint state Adjoint state
V2 j (complicated)
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8 Regularization

When the inverse problem is ill-posed (which is likely to be the case in real cases, especially
when the control space dimension is big), regularization is needed and sometimes compulsary.
Regarding function estimation, for instance space-dependent physical properties or sources,
specific regularization strategies different from the ones used in parametric estimation are re-
quired. Regularization may be viewed as adding a priori information, but other means can also
be used, including (see [15, 16] for elements of comparison on applications of optical tomogra-

phy):

* choose of specific & -norm for the cost function expression according to the prior knowl-
edge of the unknown (use for instance the L;(2)-norm instead of the ordinary L,(2)-
norm).

e add prior information through Tikhonov penalization, If some Tikhonov-type regulariza-
tion terms are added to the cost function, the cost function j () := _¢(u) +¢_#* (v) is the
one to be minimized, with:

=Dy, (87)

where D is often a differential operator acting on the function ¢ and |-|lo is another norm
to be defined according to the chosen control space.

* choose appropriate Z-norm (or rather inner product) when extracting the cost function
gradient, The use of specific inner products when extracting the cost function gradient is
a recent regularization tool. In order to present this regularization strategy, let us work on
the example where a space-dependent physical property in & is to be estimated. In such
case it is usual to use the ordinary L,(2)-inner product, i.e. one uses j'(y; ) = (Vj,¢) L@)
can gives the ordinary L,(2) cost function gradient denoted as V2 j(1). But the Sobolev
inner product can give much better (smoother) results when the noise has propagated to
the adjoint-state variable and then to the cost function gradient. Even better, the weighted
version has recently proven to give excellent results. This one defined as:

(U, 1)z = (U, V) o g) = f@ (uv+€2Vu-Vv) dx (88)

is used in the cost function gradient extraction relationship j'(y;¢) = (V j,([)) HIO (@) in

order to compute the weighted Sobolev cost function gradient V! 1o Jj).

¢ choose appropriate functional space for the control space parameterization. In practice,
in the control space must be approached in order to be finite. Often, the finite element
method is used so that one searches ¥ that belongs to a finite dimensional subspace, say
V. Let us consider a triangulation ./ of the computational domain 2, and let us note n,,
the number of vertices in .#. It has been shown, through numerical means on a specific
OT problem [15] that, among the large number of tested possibilities, the piecewise linear
continuous functions (dimvy = n,) are the most appropriate for the estimation of space-
dependent functions.

* choose appropriate dimension dimy of the control space parameterization. Usually the
finite element space used to solve the forward model (57) has to be fine enough to ensure
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numerical errors small enough. Most often, the triangulation chosen for the control space
is the one chosen for the state. It has been shown again, through numerical means, that
both the convergence and the quality of the reconstructions are much improved when
dim is lowered, up to a certain limit, at least for quasi-Newton algorithms.

e Multi-scales approaches is also a fabulous opportunity to regularize solutions and in the
same time accelerate convergence and avoid converging to local minima. Coupled with
wavelets on one side, and the BFGS in the other side, this method relies on a reformu-
lation of the original inverse problem into a sequence of sub-inverse problems of differ-
ent scales using wavelet transform, from the largest scale to the smallest one. Successful
applications of this method include the estimation of space-dependent obsorption and
scattering coefficients in optical tomography [17].

9 Examples

9.1 Parametric conductivities in transient IHCP

This first example deals with the estimation of conductivity coefficients constant in different
sub-domains. Heat transfer is considered. Initial temperature is assumed to be known and
equal to Ty. Ty is also the Dirichlet temperature for positive time on the whole boundary 02.
The domain has the shape of a head with two eyes, one nose and one mouth. The geometry
being known, as well as the initial and boundary conditions, the heat capacity and the time-
dependent heat source, the inverse heat conduction problem consists in estimating, through
infra-red like temperature measurements on 2 x .#, the set of conductivities 1;, i = 1,---,4 (1,
2, 3, 4 corresponding to the left eye, the right eye, the noze and the mouth, respectively). Noisy
(1 % white noise) synthetic data was performed with conductivities equal to 20, 30, 40 and 50,
respectively. Guessed conductivities were all equal to 10.

If optimization methods based on sensitivities are chosen, one will have to compute, suces-
sively:

or’

pCE—V-(/lT') =V-(A'VT) (89)

with null initial and boundary conditions. In the sensitivity model, the direction A’ equals 0
or 1 depending on the location for the four considered sensitivity problems. Corresponding
sensitivities are prensented in Figure 11.

With so few parameters to identify (4 in total in this example), it wouldn’t be a good idea to
use the adjoint-state method to compute the cost gradient. We however give in Figure 11 the
evolution of the adjoint state variable which is solved backwardly from final time to initial time
while integrating along time the errors integrated within the cost function (this first application
was actually chosen for this purposes : small number of unknowns but possible visualization).

From the knowledge of these temperature sensitivities, one can compute the sensitivity ma-
trix S such that s;, ; gathers for instance the sensitivity of temperature on the (finite element)
node i at time k with respect to A;. In the same matter, the error vector e; . gathers the error
(difference between prediction and measurement) at the (FE) node i and at time ;. Conse-
quently, the cost gradient is computed straitforwardly through Vj = ST e, and the Gauss-Newton
algorithm can be used without any regularization because this parametric problem is not ill-
posed. Very few Gauss—Newton iterations are needed to converge as can be seen in Figure 12.
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Figure 11: Variables needed to solve the parametric inverse transient heat conduction problem.
Columns correspond to increasing time from 0 to 40 by steps of 5. The first raw presents the
source term that follows in this particular case a lemniscate. The second raw presents the tem-
perature evolution. The four following raws present the evolutions of sensitivities with respect
to A (the left eye), A, (the right eye), A3 (the noze), and 14 (the mouth), respectively. The last
raw presents the evolution of the adjoint state : it is null at final time and then increases due to
cost function integration while going back to initial time.
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Figure 12: Evolution of the parameters and of the cost function with respect to the G-N itera-
tions.

9.2 Space-dependent convective coefficeint in a transient process

In this section, we consider an application of a nonlinear transient heat transfer inverse problem
arising in thermal treatment for instance. 2 being an open bounded set of R? and .# =]0, tr], the
modeling equation in & x .¥ is

oT
CE—V-(AVT):f for(x, e x. ¥ (90)

where temperature dependent physical properties are considered. We also consider the follow-
ing initial and boundary conditions with 02, @ 093 & 025 forming a partition of 02:

—AVT-n =h(T-Ty) for x € 09, o1
VT-n =0 for x € 09,

—AVT-n =eo(T*-T5) forxed2;

The estimation of the heat transfer function h(x, 1), x € 092, t €]0, 7] is performed through
the minimization of the cost function:

Iff N

jh):= f(T)Zf Z(T(xj,l‘)—Td(xj,t))zdt 92)
0 iz

j=1

where T(xj, t) and T;(xj, r) represent respectively the predicted and measured temperatures

at N various locations x := (7}, z;) in the material. For such application, the minimization can

be carried out by using conjugate gradients or better quasi-Newton methods. In any case, the

optimization is based on the gradient computation.
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The cost function gradient is obtained for all values x € 0%, t €]0, tf] by the following rela-
tionship:

Vjh)=T* x (T - Tso) (93)
where T* is the solution of the adjoint problem:
oT*
-C—- —V-(AVT*) =) (T-Ta) x 6 (x—x;) (94)

j
with the condition T* = 0 at final time Ly and the conditions on the boundaries:
—AVT*-n=hT* for x € 09,

VT*-n=0 for x € 09, (95)
—AVT* -n=4ecT3T* for x €023

Remark. The following notations are used: % := Ly(F;L2(9D)), U; := Lo(F; L2(09;)), Vi =1,2,3
and ., = Ly (%; Ly (U;09;)).

Proof. The derivative of the state T at the point k and towards 6 h, T'(h; 6 h) is defined by:

CoL V- AVT' =0 XED, LI

T'=0 X€EP, t=0

AVT -n+hT +0h(T-Ty)=0 x€02),t€S (96)
VT -n=0 X€E0Ds, tES

AVT' -n+4ecT3T' =0 X€0D3, te S

The Lagrange function is formely defined as:

LTAT v, & oL = F(D)+(CH-v-QvD-f,T7)
+(AVT - n+ h(T = To) Y )y,

97)
+ (VT ‘n, 6)%2
+(AVT -n+eo (T*-Ty),@),,
The differentiated Lagrange function with respect to h is the direction 6 / is:
(L ),6n)= (T-Ty,T'),y
(Ca(T) V-AVT/, T*)%
+(AVT) - n+ hT'+8h(T = Teo), Y) g, (98)
+(VT' 1,8y,
+(AVT' - n+4e0T°T',@),,,
We then use the following integrations by parts to express some particular terms:
(c%, T*)% = (7 —C%L:)% +(CT', T, (t = t5) = (CT', T*),, (t = 0) 99)
(AAT', T*),, = (AAT*,T'),, +(AVT*-n,T'),, —(AT*,VT'-n),,
We bring together similar terms to get:
(LT AT*y,& @), ), 6h) = (T - Td, Vo + (O (T = To),¥) 4,
+(-CH-AAT T +(CT,T), (1= 1))
WT* n,T'),, —(AT*,VT'-n),, (100)

+(
+(AVT)- n+hT’,)/) +(VT- ncf)
+(AVT - n+4eaT3T’ @)y, s
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Choosing y = T* on 02, { = AT* on 0%, and ® = T* on 093, the adjoint problem can
eventually be written as:

—CUZ - AAT* ==Y (T-Ty) x6(x-%) XD, 1.9

T =0 xe,@,t:tf

—AVT* -n=hT* X€09,,te S (101)
VT*-n=0 X€09), €S

—AVT* -n=4e0T3T* X€E0D3,tES

and the cost gradient is written as:
Vj=—(T-Tx) T". (102)
O

From the integration of the adjoint-state, the cost function gradient is computed. From the
knowledge of the cost function gradient, the direction of descent is computed, for instance with
the conjugate gradient method, or with any other faster method if a fine parameterization for
h is required. Next, the temperature state being varying almost linearly with the heat flux, the
line-search equation can be for instance given by the solution of (14).

9.3 Adjoint RTE

Let the bi-dimensional radiative transfer equation (RTE) being written as, V (x, §) € 2 x 27:

(s-V+x+0)L(x,s) :(fyg L(x,s)®(s, s") dw(s) (103)
27

where s is the considered direction of propagation, ®(s, s) is the phase function representing
the probability that a photon arriving from the direction s’ is scattered to the direction s, and
x and o are the absorption and diffusion space-dependent functions, respectively. On a part of
the boundary, there is a prescribed Dirichlet boundary condition:

L(x,s)=L" forxedZ;ands=s, (104)

Also, let a cost function measuring the misfit between predictions and measurements some-
where on the boundary, i.e. 0Q; < 092, the misfit being expressed (it is actually a norm) in terms
of the radiance,

e=L(x,s)—Li(x,s) forxedP,;ands=s, (105)

In order to make the derivation of the adjoint-state, the tools described in previous sections
are used. Additionally, the state variable L being defined in (x, s) € 2 x 27, the inner product %
defined in (64) and in following equations is:

(u,v)%:f fuvdxds (106)
2nJ9D

After integrations by parts and manipulations in inner products, one finds the adjoint RTE
to be:

(-s-V+x+0)L*(x,8) = 03{ L (x,8)®(s,s) dw(s) (107)
271
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coupled with the Dirichlet boundary condition:
L*(x,s)=(s-m) ' (L—Ly) (x,5) forxedP,ands=sy, (108)

The Figure 13 presents the foward photon density for a 4 tests configuration and related
adjoint versions.

Figure 13: Top: foward photon density ®(x) = [, L(x, s) with the Dirichlet BC acting as a source.
Bottom: backward adjoint photon density ®*(x) = [, L*(x,s) with the misfit acting as the
source in the reverse directions. From left to right: 1st source, 2nd source, 3rd source and 4th
source.
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